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If this is > 0.05, then there is no evidence the 
regression explains anything at the 95% level 

EffecƟve sample size 
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If this is > 0.05, then there is no evi‐

dence that b ¹ 0 at the 95% level. 

This will happen if the t‐stat is “too 
close to 0”. This is the P‐value for the 

the H0: b = 0  against H1: b ¹ 0 

There is a 95% chance that the 

real b0 lies between these two 

values, which are given by 
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n k- - ⋅tb b

Understanding Regression Output 

Note that 

P‐value for t‐stat x = T.DIST.2T(|x|, n—k—1) 

tn—k—1, p = T.INV(1—p, n—k—1) 

Excel notes  

( ) ( ) ( ) ( ) ( )0 1 2 3 4
2Stats grade IQ Height Female? Tech maj 0? ,or
e

b b b b sb= + ´ + ´ + ´ + ´ + 

Questions, corrections—email guetta@cantab.net 


